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Abstract

A substance in a solid state can take more than a crystalline phase. For example, ice, a

solid form of water, has nineteen crystalline phases. Each solid state has a different structure

because water molecules are located on discrete lattice points with different symmetry. Then, the

problem is whether a liquid state without a long-range order can take more than a single phase.

Water has been considered to have two forms; one is low density and the other high density. The

problem is named polyamorphism because of the involvement of polyamorphs. An occurrence

of polyamorphism has been pointed out on a thermodynamic basis. At the beginning of this

century, experimental evidence of polyamorphism was given for liquid phosphorus. This exciting

experimental finding has revived the old theory of polyamorphism and activated the hunting of

substances exhibiting polyamorphism. This review picks up essential substances stimulating the

subsequent theoretical development. Therefore, the author also explains the original and recent

theories in some detail. We have now attained a consensus regarding water polyamorphism

through the theories. The author also mentions the crucial problems that remain unanswered.
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1 Introduction

This century has begun with great excitement

among scientists studying structural phase transitions

in noncrystalline substances; two thermodynamically

stable liquid phases were observed in situ in liquid

phosphorus (Katayama et al. (2000)). They were

shown to coexist, evidencing a discontinuous transi-

tion between the two liquids (Katayama et al. (2004)).

An occurrence of a phase transition in liquids was

suggested quite a long time ago on a theoretical ba-

sis, and candidates have been suggested (Rapoport

(1967)). The rigorous evidence opened up an entrance

to the thermodynamics of polyamorphism. This ar-

ticle reviews how we have described the phenomena

and tried to extend the description. The author will

mention the current status of the recent theoretical

formulation.

Before proceeding further, it needs to explain the

word “polyamorphism” because it seems still uncom-

mon other than the relevant scientific communities.

Some substances may have more than a phase in

condensed states, even consisting of a single com-

ponent. Typical examples are allotropes of sulfur,

carbon, oxygen, and phosphorus. For example, a

match that used to be made of yellow-white phos-

phorus uses red phosphorus. The thermodynami-

cally stable form of an expensive diamond at ambient

conditions is graphite used in pencil. Such a sub-

stance with more than one crystalline state exhibits

polymorphism. When a substance has some non-

crystalline states, i.e., polyamorphic states, it shows

polyamorphism. In the beginning, the polyamorphic

states, i.e., polyamorphs, were restricted to amor-

phous states. Currently, they include not only solid

but also liquid states (McMillan et al. (2007)).

There is a crucial substance that is inevitable in

defining polyamorphism. The substance is water,

which is fundamental in every living thing and global

environment. The solid state of water, i.e., ice, con-

sists of nineteen phases depending on pressure and

temperature accessible to us (Yamane et al. (2021)).

That is, water shows polymorphism. Mishima noted a

negative Clapeyron slope of ice Ih’s melting curve; the

melting point of ice Ih decreases with pressure. When

compressed across the melting curve, he expected ice
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Ih to “melt” retaining a solid state. He thus found

amorphous ice (Mishima et al. (1984)), which trans-

formed discontinuously to lower-density amorphous

ice upon decompression (Mishima et al. (1985)). The

observation provided evidence that ice has (at least)

two amorphous states with different densities sepa-

rated by a boundary, which was the first example

of an apparently first-order transition between amor-

phous solids. This experimental demonstration of

the existence of multiple noncrystalline states has

made the word polyamorphism gradually prevalent in

condensed matter physics, chemistry, materials, and

Earth science.

The two amorphous ice states’ findings offered indi-

rect evidence of two water phases with different densi-

ties, although the waters would never be real entities

(Angell (2004)). However, to answer whether water

can exist as two different (metastable) states (Gallo

et al. (2016)) is crucially essential to understand why

pieces of ice can float in water physically. (A solid-

state substance usually has a higher density than its

liquid counterpart.) Thermodynamic treatments for

polyamorphs naturally were then extended to involve

liquid states as well, and we now use polyamorphism

both for amorphous and liquid states. In particular,

many theoretical trials to understand the thermody-

namic anomalies exhibited by water have developed

the thermodynamics of polyamorphism. Water thus

offers fertile ground in understanding the concept

and guiding the theoretical development of polyamor-

phism, and water’s polyamorphism is explained in the

next section in some detail.

This review begins with summarizing substances

whose polyamorphism was indispensable to develop-

ing theories. Here, we focus on liquid–liquid tran-

sitions (LLTs), in which thermodynamically stable

states, i.e., liquid phases, are involved in the transi-

tions because metastable states such as amorphous

states themselves are too subtle in describing the

transitions. Although considerable numbers of sub-

stances have been reported since the first unam-

biguous identification for liquid phosphorus, most

are metastable liquid states with a relatively short

lifetime, or even candidates not observed (in situ).

Therefore, in this review, the author restricts to men-

tion the substances with thermodynamically stable

liquid phases, the only exception being water.

The third section introduces the pioneering work,

which served as a landmark for investigating

polyamorphism, followed by the primary theoretical

treatments. Through these theories, we currently

achieve a consensus on water polyamorphism.

The final section concludes the article by pointing

out significant challenges for the future.

2 Key Substances

The first clear identification of an LLT for liquid

phosphorus achieved by Katayama et al. (Katayama

et al. (2000)) stimulated experimental research.

Large-scale hunting of substances and materials ex-

hibiting an LLT has thus started. Meanwhile, theo-

retical research has conducted large-scale computa-

tions using first-principles calculations and simula-

tions to explain or predict the LLT.

The guiding principle for the hunt was a melting

anomaly typified by a melting maximum (Rapoport

(1967)), which will be explained in the third sec-

tion. Indeed, early studies have relied on this con-

cept. Liquid polyamorphism emerges at extreme con-

ditions such as at high pressure. This restriction is

still too severe to measure an LLT in situ, especially

the changes in structure and density upon an LLT.

Therefore, early studies tried to detect an LLT from

a subtle jump in in situ electrical resistance measure-

ments under high pressure and temperatures. Re-

searchers have become capable of conducting direct

diffraction and absorption measurements using syn-

chrotron x-ray sources with very high energy and low

emittance developed in this century.

The introduction mentions that water has a melt-

ing curve with a negative Clapeyron slope. Yttria-

alumina compound also has a negative-slope melt-

ing curve at higher temperatures such as 1800 K at

ambient pressure (McMillan et al. (2003)). A tricky

experimental technique called the aerodynamic lev-

itation technique, combined with synchrotron x-ray

spectroscopy, was applied to measure in situ the first-

order LLT (although the result was controversial)

(Greaves et al. (2008)). Researchers thus tried to

flock into leading groups, making high-impact scien-

tific journals cover.

Many substances are claimed to show liquid

polyamorphism today, but most of them are in

metastable states. A nearly complete list of the

substances is available in a recent review (Tanaka

(2020)). This article touches on a few substances

showing polyamorphism between thermodynamically

stable liquids. The author intends to present not a

complete list but the substances that develop the the-

ory.

Although the bonding nature of those substances

with polyamorphism varies widely, they have one

characteristic in common: two kinds of “species,”

which sometimes might be different local orders with
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different densities. Though not precisely identified,

the species are explained in the following examples.

2.1 Water

We had still not been able to give clear-cut an-

swers for the origin of the thermodynamic anomalies

of water (Angell (2004)). However, the understand-

ing has been appreciably promoted in the last decade

to clarify the whole aspect of water polyamorphism.

The critical hint is that all of the isothermal com-

pressibility, isobaric heat capacity, and isobaric ex-

pansivity seem to diverge toward −45 ◦C. Quite in-

genious scenarios such as singularity-free (Sastry et al.

(1996)) and critical-point free (Angell (2008)) sce-

narios were invented to explain the observed anoma-

lies. The anomalies above remind us of the singu-

larity appearing within a neighborhood of a critical

point (Poole et al. (1992)). Indeed, we can explicate

water’s anomalies simply but consistently by assum-

ing that the singular point is a critical point between

two liquid phases, the hypothesized thermodynami-

cally stable states for the amorphous ices mentioned

in the Introduction. The recent theories converge to

support this critical-point scenario, which is referred

to in the next section.

The two kinds of “species” for water might be two

alternative forms of molecular arrangements giving

different densities, i.e., a low-density liquid (LDL)

and high-density liquid (HDL) corresponding to low-

density amorphous (LDA) and high-density amor-

phous (HDA) ices. Unfortunately, the hypothe-

sized critical point lies below the kinetic limit of ho-

mogenous ice formation, i.e., in the no man’s land

(Mishima & Stanley (1998)) (see Fig. 1 of Fuchizaki

(2016)). Hence, we cannot directly observe the two

liquids. Tricky trials such as confining a water droplet

within a nanosize region to pull up the critical point

outside the no man’s land have been made to confirm

the validity of the critical-point scenario (Holten et al.

(2012)).

2.2 Tellurium

In conjunction with polyamorphism of water, it is

worth mentioning polyamorphism of tellurium, al-

though its emergence was successfully detected in

the supercooled region in the last century (Tsuchiya

(1991)). That is, the twofold liquid of tellurium, al-

beit a metastable state, lies outside no man’s land.

Liquid tellurium undergoes a gradual semimetal–

metal transition with increasing temperature

(Menelle et al. (1987)). This transition has been

associated with a structural evolution accompanying

a density increase in the liquid phase. The two

“species,” in this case, are called the L-form and

H-form of atoms with higher coordination numbers

compared to the former ones. Because the melting

point, 450 ◦C, was believed to be already at the lower

boundary of the H-form, the liquid was supercooled

more than 100 degrees below the melting point

by making the sample size reduced to 0.6 cm in

length × 0.34 mm in diameter. The extrema in the

excess specific heat, isothermal compressibility, and

isobaric thermal expansion coefficient, evidencing the

transition between the L-form and H-form dominant

liquids, were confirmed. These thermodynamic

anomalies were quantitatively rationalized by a kind

of pseudobinary regular solution model mentioned

in the next section, considering the concentration of

H-form atoms.

2.3 Hydrogen

Solid molecular hydrogen was predicted to trans-

form to atomic metallic hydrogen almost a hundred

years ago (Wigner & Huntington (1935)). Since then,

theorists and experimentalists have tried to prove the

existence of metallic hydrogen.

Ab initio calculations predicted the melting curve of

solid H2 with a maximum at about 90 GPa and 1000

K (Bonev et al. (2004)), which was confirmed by ex-

periments (Deemyad & Silvera (2008)). A discontinu-

ous LLT from molecular to atomic metallic hydrogen,

named the plasma phase transition, was then antici-

pated. The LLT is also an insulator-metal transition.

Zaghoo et al. insisted that they could capture the

transition from their transmittance and reflectance

measurements by heating a sample to 2200 K at 170

GPa using pulsed laser heating and a DAC (Zaghoo

et al. (2016)). The sharp increase (decrease) in reflec-

tivity (transmissivity) and the plateaus in the heating

curves, explained as arising from latent heat, might

indicate a discontinuous nature of the transition. The

phase line was found to have a negative slope. How-

ever, the measuring pressure was too high to detect

the liquid–liquid critical point (LLCP). Refer to Fig. 1

of Zaghoo et al. (2016) for the polyamorphic phase

diagram, including their result of measurements and

other experimental and theoretical outcomes.

The two “species,” in this case, are the two forms of

hydrogen: molecular, nonmetallic, and atomic, metal-

lic.

2.4 Cerium

Cadien et al. observed a transition from a high-

density to a low-density liquid phase of cerium

through in situ x-ray diffraction measurements us-
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ing a DAC and laser heating (Cadien et al. (2013)).

A density decrease of 14% accompanied the transi-

tion upon heating from 1550 to 1900 K at 13 GPa.

They also conducted the ab initio calculations using

VASP package (Kresse & Hafner (1994)) to extract

the twofold valence states, Cef0 (trivalent) and Cef1

(tetravalent), to account for the measured structures.

Thus, the “species” are Ce atoms with those valence

states caused by the delocalization of 4f electrons.

Identification of the two species allowed them to

construct a pseudobinary regular solution model,

from which they concluded that the discontinuous

LLT would terminate at 21.3 GPa and 2100 K, the

LLCP. Figure 4 of Cadien et al. (2013) summarizes

the expected polyamorphic behavior as the phase di-

agram.

2.5 Silicon

The validity of the critical-point scenario for an

LLT of water has remained unanswered because the

hypothesized critical point is located deep in the no

man’s land. It is then natural to look for another

substance with a similar structure to address the is-

sue. The structure in question is known as an open

tetrahedrally network structure.

Crystalline silicon, c-Si, belonging to the class of

tetrahedral systems, is expected to have the LLCP at

1100 K and -1 GPa (McMillan et al. (2005)). Beye

et al. instantaneously heated c-Si by supplying ul-

trashort optical pulses of femtosecond duration to ex-

cite the valence electrons near the edge (Beye et al.

(2010)). The energy supplied was transferred to the

nuclear system, destroying the short-range order with

the sample density unchanged. c-Si was thus brought

into a metastable LDL state. The latent heat for this

change was then transferred to the atomic structure,

which was “melted” into an HDL state. They mea-

sured the electronic-structure evolution as a function

of pump-probe delay and concluded the occurrence

of the two-step transition from the semiconducting c-

Si with the bandgap through the semimetallic LDL

state with a pseudogap to the metallic HDL state

without a gap. The second (liquid–liquid) transition

seems discontinuous because the energetic structure

changes are quite abrupt compared to the smooth de-

cay of electrons in the conduction band. As the driv-

ing force behind the second transition, they insisted

on the densification upon melting, which should be

shared with the tetrahedral systems.

Therefore, the two “species” regarding the transi-

tion are two alternative condensed amorphous states

caused by the excitation of electrons near the edge.

2.6 Phosphorus

Probably, phosphorus and sulfur (mentioned be-

low) may be the only substances that have been

widely accepted as the substances undergoing a tran-

sition between the two thermodynamically stable liq-

uid phases.

Like water and silicon, black phosphorus is also a

member of the tetrahedral systems. Like SnI4 (see

below), its melting curve has a positive slope but is

abruptly bent at about 1 GPa and 900 K (Akahama

et al. (1987)). The slope above 1 GPa is smaller than

below 1 GPa. The phase transition boundary seems

to emanate from the kink point with a negative slope.

(For the phase diagram, see Fig. 1 of Katayama et al.

(2000), in which the melting line was drawn to have a

maximum. A version with the maximum redrawn as

a sharp corner has not been published.) The LLCP,

the endpoint of the boundary, was proposed at about

3500 K and 0.02 GPa (Zhao et al. (2017)). The LDL

phase on the lower pressure side of the boundary is a

molecular liquid consisting of P4 molecules, whereas

the HDL phase on the right is a polymerized liq-

uid. The density difference between the LDL and

HDL phases amounts to about 1.0 g/cc (Katayama

et al. (2004)). Molecular and polymerized phosphorus

atoms thus constitute the two “species.” Surprisingly,

Katayama et al. succeeded in taking a snapshot of the

coexistent states of LDL and HDL using x-ray radio-

graphy (Katayama et al. (2004)), supporting that the

transition is of the first order.

2.7 Sulfur

To the best of the author’s knowledge, sulfur may

be the only substance whose polyamorphism regard-

ing the LLT is vividly unveiled by in situ x-ray

diffraction, absorption, and Raman scattering mea-

surements (Henry et al. (2020)). The polyamorphic

phase diagram of sulfur is shown in Fig. 1 below. The

phase boundaries and the LLCP are indicated based

on the actual measurements without any aid from the-

oretical and computational means.

The LLT of sulfur has been controversial because of

the known λ-transition at a low-pressure region near

atmospheric pressure (Sauer & Borst (1967)). The

low-pressure liquid state constitutes molecules even

experiencing the λ-transition. S8 molecules, the con-

stituents of crystalline α-S, are opened up at tempera-

tures above the λ-transition to form polymeric chains

or rings. The fraction of polymerization is 60% at

most, even at the boiling point.

Upon compression along an isotherm below the

critical-point temperature, the molecular liquid trans-

– 46 –



Thermodynamics of polyamorphism

forms to a purely polymeric liquid consisting of long

S chains concomitant with a sudden increase of den-

sity. As in the case of phosphorus, the coexistence

of the two liquid phases was captured by x-ray ra-

diography. However, unlike phosphorus (and water,

though putatively), the liquid–liquid phase boundary

has a positive Clapeyron slope. Although this fea-

ture shares with that of an ordinary liquid–gas phase

boundary, the temperature dependence of the density

difference is conclusively different; the density differ-

ence monotonically increases with lowering temper-

ature along a gas–liquid coexistence line, whereas it

decreases through a maximum in sulfur. Henry et al.

speculated that entropy rather than density governs

sulfur’s LLT (Henry et al. (2020)). The accessibility

near the critical point located at about 1000 K and

2.2 GPa will facilitate us to inquire about the essential

thermodynamics of an LLT.

Two “species” for the LLT are molecular and poly-

merized forms of S atoms.

2.8 Tin tetraiodide

We have discussed simple substances thus far ex-

cept water. Here, we focus on SnI4, one of the com-

pounds whose polyamorphic nature has been exten-

sively studied.

SnI4 has been known to undergo pressure-induced

solid-state amorphization (SSA) at ∼ 15 GPa under

room temperature (Fujii et al. (1985)). As explained

in the Introduction, amorphization may be the melt-

ing of a crystalline state within a solid-state field by

crossing the metastable extension of a melting curve.

SnI4 was thus considered one of the substances under-

going SSA with a melting anomaly (Fuchizaki et al.

(2000)).

Like water, the amorphous state transforms to an-

other amorphous state with a lower density (Hamaya

et al. (1997)). The originally discovered amorphous

state, called Am-I, is formed due to molecular disso-

ciation, whereas the lower-density amorphous state,

Am-II, consists of irregularly oriented SnI4 molecules.

The transformation was found to be reversible. The

existing limit of Am-I and Am-II were identified to be

3 and 7 GPa at room temperature, respectively. A re-

cent reverse Monte Carlo analysis for the synchrotron

x-ray diffraction data up to 30 GPa proposed the ex-

istence of another amorphous state, Am-III, which is

transformed from Am-I at around 18 GPa on com-

pression (Fuchizaki et al. (2021)). See Appendix A

for the reverse Monte Carlo analysis. According to

the analysis, partially dissociated molecules are con-

nected to metallic I2 bonds penetrated throughout

the system, whereas molecules are entirely dissoci-

ated in Am-III. No discontinuous change in density

is expected upon the transition between Am-I and

Am-III.

Against our anticipation, in situ measurements uti-

lizing synchrotron x-ray diffraction revealed that the

melting curve has a positive Clapeyron slope with

a break at about 1.5 GPa and 1000 K, beyond

which the slope becomes almost flat against pres-

sure (Fuchizaki et al. (2004)). The liquid structure

below and above the breakpoint differs (Fuchizaki

et al. (2009)). The low-pressure liquid, called Liq-

II, was identified as a molecular liquid consisting of

SnI4 molecules with perfect tetrahedral symmetry.

In contrast, the high-pressure liquid, Liq-I, contains

heavily deformed molecules with point symmetry C3v

(Fuchizaki et al. (2019)). It is highly expected that

the metastable state of Liq-II (Liq-I) corresponds to

Am-II (Am-I).

Furthermore, in situ synchrotron x-ray absorption

measurement discovered a slight but nontrivial den-

sity difference of ∼ 0.4 g/cc between the two liquids

(Fuchizaki et al. (2013)). The absorption measure-

ments upon compression along isotherms detected a

density jump below 1000 K, above which a density

variation became continuous. The fact indicates the

LLCP at∼ 1000 K and 1.5 GPa, as predicted from the

pseudobinary regular solution model (Fuchizaki et al.

(2011)). Two different orientations between adjacent

molecules were responsible for the two “species” in

constructing the model. The model also assumed that

the breakpoint on the melting curve is the triple point

among Liq-II, Liq-I, and the crystalline phases.

The pseudobinary regular solution model thus con-

sistently explains the whole polyamorphism observed

thus far (Fuchizaki et al. (2011)). SnI4 exhibits the

water-type polyamorphism but with the LLCP acces-

sible to us. Figure 3 of Fuchizaki (2016) depicted the

polyamorphic aspect below 6 GPa in the phase dia-

gram together with the two typical molecular orien-

tations. “The pressure-induced SSA turned out to

be only the ‘tip of the iceberg’ of the phenomena

(Fuchizaki et al. (2021)).”

2.9 Melting anomaly and a slope of the liquid–liquid

phase boundary

Figure 1 shows the phase diagram of sulfur. The

author redraws to display it among the substances ex-

plained above because the liquid–liquid phase bound-

ary was investigated by purely experimental observa-

tions for a bulk of sulfur. The measuring pressure and

temperature were determined adequately within the
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Table 1 The aspect of melting anomaly (the first row designated as “anomaly”) and the slope’s sign of
the liquid–liquid boundary (the second row, “slope”) of the substances mentioned here. “neg,” “pos,”
“min,” “max,” and “cor” are the abbreviations for “negative,” “positive,” “minimum,” “maximum,”
and “corner,” respectively. “negative” in the first row means “negative slope.” The word in parenthesis
means the situation supported by the theory. The unmeasured item is designated as NA.

H2O Te H Ce Si P S SnI4
anomaly neg max max min none cor none cor

slope neg NA neg pos (neg) neg pos (neg)

possible errors. The vital point is that no anomaly in

the melting curve is recognizable in the LLT region.
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Fig.1 The polyamorphic phase diagram of sulfur.
The phase boundary between the LDL and HDL
phases (dashed line) determined by in situ mea-
surements terminates at the LLCP (black dot),
which lies in a pressure–temperature region acces-
sible with ordinary experimental means. The dot-
ted segment near atmospheric pressure indicates
the λ-transition line.

Table 1 summarizes the melting curve’s features of

the substances mentioned thus far. See also Fig. 2.

As mentioned at the beginning of this section, such a

thermodynamic anomaly as a melting maximum has

guided hunting the substances undergoing an LLT.

Most substances indeed have some anomaly, whereas

the relevant crystalline phases of silicon and sulfur

have a usual melting curve monotonically increasing

with pressure (see Fig. 1 for sulfur). Therefore, a

melting anomaly is no longer necessary for an LLT to

occur. Until the sulfur’s LLT was clarified, Fuchizaki

(2013) claimed that not a sign but a discontinuity

of the melting curve should be deeply related to an

occurrence of LLT. Indeed, based on their ab initio

simulations, Lee & Lee (2016) found a possibility of

LLT in transition metals whose melting curve has a

discontinuity in the slope. The sulfur’s LLT requires

us to reconsider the proper condition for an LLT.

The other point worth noting is a sign of the slope

of the phase boundary between the liquids. The spe-

cific volume of HDL should be less than that of LDL

p

T

p

T

neg (anomaly)

p
T

max (anomaly)

neg (slope)

cor (anomaly)

Fig.2 Schematic illustrations for three types of
melting curves. A thick line delineated on the pres-
sure (p) – temperature (T ) diagram shows a melt-
ing curve with the thermodynamic anomaly “neg”
(top panel), “max” (middle panel), and “cor” (bot-
tom panel). A melting curve with “min,” convex
downward, is not shown. A dashed line terminat-
ing at the LLCP (dot) depicts the phase boundary
between liquids with a “neg” slope in the bottom
panel. For each abbreviation, see Table 1.

(for the former to be of high density). Therefore,

the sign depends on the difference in entropy between

HDL and LDL. Probably, the specific entropy of an

atomic liquid may be higher than that of a molecu-

lar liquid with the same specific amount. It is then

natural for the phase boundary between molecular

H2 and atomic H liquids to have a negative Clapey-

ron slope. Molecules in the LDL phase of phospho-

rus, tin tetraiodide, and sulfur are polymerized in

their respective HDL phases. However, the Clapey-

ron slope of the former two is (supposed to be) neg-

ative, whereas sulfur’s slope is evidently positive, as
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displayed in Fig. 1. This aspect warns us of an ac-

curate estimate for the entropy of the LDL and HDL

phases.

3 Theoretical Approach

We begin with reviewing the prototype theoreti-

cal treatment for an LLT. After commenting out the

slope of a liquid–liquid phase boundary derivable from

the treatment, we go through the recent generaliza-

tion giving the conclusive scientific basis for water

polyamorphism. Other types of theory offering sim-

ilar conclusions are briefly mentioned. Finally, the

author takes up a field-theoretical approach at the

beginning of this century, awaiting improvement or

modification.

Here, it may be helpful to explain the term “pseudo-

binary,” often used in Section 2, as it is the funda-

mental idea behind the theories. Consider a binary

system consisting of two components, A and B. Gen-

erally, whether A and B are uniformly mixed depends

on thermodynamic conditions and the fraction x of B

relative to A. If x is too small, like carbon or silicon

in steel, B will be uniformly distributed in A irrespec-

tive of thermodynamic conditions; it is rather difficult

to extract B in the A matrix. When x increases, B

will still be uniformly mixed in A when temperature

T is high enough due to the entropy gain. However,

it may be difficult for A to accommodate B when

T decreases depending on the coupling strength be-

tween A–A, B–B, and A–B, giving the solubility limit.

Thus, mixing is an interplay between the entropy and

energy (more generally, enthalpy when pressure p is

an external thermodynamic variable) of mixing.

To this point, B may be a different chemical species

from A. In the case of B, which is the same chemical

species but with different physical properties such as a

specific volume, we call the mixture a pseudo-binary

system. The two species specified in Section 2 are

nothing but these A and B, forming a pseudo-binary

system.

Here and after, we always consider a pseudo-binary

mixture of A and B.

3.1 Pseudo-binary regular solution model—the proto-

type theory

Here, we follow Rapoport’s work (Rapoport

(1967)). Rapoport may probably be the first to point

out unambiguously a possibility of LLT due to a melt-

ing maximum. However, he referred to the essential

thermodynamic ingredients in a classical textbook,

which is no longer accessible to us. Therefore, we

do not faithfully reproduce the derivation but rather

take a shortcut to the conclusions by adopting a more

straightforward treatment.

An old theory often treated a fluid as a lattice sys-

tem; atoms or molecules are located on lattice points.

The treatment is still justifiable because the kinetic

degrees of freedom do not matter regarding the phase

equilibria under consideration. It is essential to focus

on the energy and entropy related to configuration.

Each lattice point has z nearest neighbors. We only

consider the interactions between the nearest neigh-

bors for simplicity. Among the total lattice points, N ,

xi (i=A, B) fraction is occupied by the ith species.

(No vacant sites are assumed; xA+xB = 1.) Further,

let yij be the fraction of i–j bonds. (yij = yji.) Then,

the total configurational energy is given by

E =
Nz

2

∑
ij

ϵijyij . (1)

Putting ϵAA = − 2
zχA, ϵBB = − 2

zχB, and ϵAB =

ϵBA = 1
z (−χA − χB + ω) after Rapaport, the energy

per site is simplified as

ϵ ≡ E

N
= −χAxA − χBxB + ωyAB. (2)

χ(> 0) represents the magnitude of attractive inter-

action of the same kind, whereas ω carries the energy

difference between the different species.

For carrying an argument, it is necessary to de-

termine yAB compatible with the given xA (or xB).

An expedient method invokes the mean-field approxi-

mation (the Bragg-Williams approximation (Bragg &

Williams (1934)) in materials science). This approxi-

mation assumes no correlation between A and B sites

so that yAB = xAxB . The total number of possible

arrangements is then WBG = N !/ [(NxA)!(NxB)!],

from which we find the configurational entropy per

site

s = kB lnWBW = −kB [L(xA) + L(xB) + 1] , (3)

where kB denotes the Boltzmann constant and L(x) =

x lnx− x (whose derivative is L′(x) = lnx).

We have often used the term “regular solution”

in Section 2 and the title of this section. A mixed

solution whose entropy of mixing takes the form of

Eq. (3), which is the entropy of mixing for an ideal

solution, is called a regular solution.

Thus, under given conditions of total volume v per

site and temperature T , we have the Helmholtz free

energy per site:

f(v, T ) = −χAxA − χBxB + ωxAxB

+ kBT [L(xA) + L(xB) + 1] . (4)
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Because standard experimental measurements are

conducted under constant pressure, we should con-

vert f to the Gibbs free energy through an appropri-

ate Legendre’s transform. Formally, we may replace

the site energy χi with the chemical potential µ0
i sat-

isfying ∂µ0
i /∂p = vi, where vi is the specific volume

of species i. The conversion generally needs ω to be

a function of p. Thus, we have the Gibbs free energy

per site:

g(p, T ) = µ0
AxA + µ0

BxB + ω(p)xAxB

+ kBT [L(xA) + L(xB) + 1] . (5)

Rapoport determined the equilibrium concentra-

tion xA (or xB) by referring to the old text giving the

chemical potential of each species (see Appendix B).

Here we take a different route; Regarding g given by

Eq. (5) as a function of x = xB, the equilibrium con-

dition ∂g/∂x = 0 yields

∆µ0

kBT
= ln

x

1− x
+

ω

kBT
(1− 2x), (6)

where ∆µ0 = µ0
A − µ0

B. The mixture with ω = 0

is called an ideal solution. Equation (6) for an ideal

solution represents the mass action law for chemical

equilibrium upon the reaction A ⇄ B.

The equilibrium concentration x is obtainable by

solving Eq. (6) with respect x. The right-hand side

(RHS) of Eq. (6) defines the critical temperature

Tc =
ω

2kB
. (7)

On the low-temperature side, T < Tc, Eq. (6) has

three solutions, among which two are stable, corre-

sponding to the coexistence of two liquids with ei-

ther A or B enriched. Rapoport assumed no phase

separation and restricted his attention on the high-

temperature side T > Tc, where Eq. (6) has a single

solution x for a given set of p and T .

With this equilibrium fraction x, we find the sys-

tem’s specific volume v through

v =

(
∂g

∂p

)
T

= vA − x∆v + x(1− x)γ, (8)

where γ = (∂w/∂p)T and ∆v = vA − vB. We as-

sume that ∆v > 0, i.e., species B is denser. We also

evaluate the system’s specific entropy s as follows.

s = −
(
∂g

∂T

)
p

= sA − x∆s− kB [(1− x) ln(1− x) + x lnx] ,
(9)

where ∆s = sA − sB.

The Clausius–Clapeyron relation

dTm
dp

=
v − vs
s− ss

then allows us to determine the slope of the melting

curve of the solid, which has a melting point Tm and

the specific volume and entropy vs and ss, respec-

tively, when we substitute Eqs. (8) and (9) for v and

s, respectively. The existing dense species may thus

make the melting curve decrease, passing through a

maximum with increasing pressure.

Rapoport tried to improve the conclusion by adopt-

ing the quasichemical approximation, introducing the

energetic correlation between species A and B, wholly

ignored in the Bragg–Williams approximation, into

the number of possible arrangements. The author

attains the same result from a level above in Ap-

pendix C.

3.2 Phase diagram

Although Rapoport pointed out a possible melting

anomaly when a solid melts into a liquid consisting

of two species, he did not discuss a possible LLT be-

cause there were no direct reports on an LLT at that

time. Clear evidence for an LLT of liquid phosphorus

has made discussion about phase equilibria between

liquids composed of the same chemical components

but with different physical properties. Ponyatovsky’s

work (Ponyatovsky (2003)) probably offered one of

the trials to explore a phase diagram involving an

LLT based on the pseudo-binary model.

We first note that the left-hand side (LHS) of

Eq. (6) can be written as

∆µ0 = ∆ϵ0 − T∆s0 + p∆v0, (10)

where ∆ refers to the difference between liquid A and

B. (∆v defined in Eq. (8) is written with a superscript

“0” to stress, like ϵ0 and s0, the quantity of pure liquid

A or B.)

Note that the phase equilibrium temperature be-

tween liquid A and B, the coexistence temperature

of the two liquids, is readily found from Eq. (6) by

putting ∆µ0 = 0 as

Tcxc =
ω

kB

1− 2x

ln 1−x
x

. (11)

We then find the liquid–liquid coexistence pressure,

pcxc, by substituting Eq. (11) into Eq. (10).

For a regular solution, Tcxc given by Eq. (11)

ends up when x = 1/2. The terminal temperature,

limx→1/2 Tcxc, equals the critical temperature defined
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by Eq. (7). The critical pressure pc is given by sub-

stituting Eq. (7) into Eq. (10). The critical point,

(pc, Tc), thus identified is the LLCP. For T > Tc, the

two liquids, separated in the region below Tc, mix

up uniformly, and the coexistence line, along which

x = 1/2, continues to “devolve” into the so-called

Widom line (Holten & Anisimov (2012)).

Ponyatovsky proposed to treat ∆ϵ0, ∆s0, ∆v0, and

even ω as four disposable constants, independent of p

and T , to respond to (expected) diverse polyamorphic

situations. We then specify the “constant” ω if we can

experimentally identify the existing limits of the two

liquids because Eq. (5) gives the spinodal lines as

∂2g(p, T )

∂x2
= 0 = −2ω +

kBT

x(1− x)
. (12)

Other useful relations directly obtainable from

Eq. (6) are the equilibrium temperature and pressure:

T (p, x) =
2ωx−

(
∆ϵ0 + ω + p∆v0

)
kB ln x

1−x −∆s0
(13)

and

p(T, x) =
(
∆v0

)−1
[
2ωx−

(
∆ϵ0 + ω

)
−T

(
kB ln

x

1− x
−∆s0

)]
. (14)

We have from Eqs. (13) and (14)(
∂x

∂T

)
p

=
kB ln x

1−x −∆s0

2ω − kBT
x(1−x)

(15)

and (
∂x

∂p

)
T

=
∆v0

2ω − kBT
x(1−x)

, (16)

respectively. Equations (15) and (16) are indispens-

able for estimating the change on the LLT of (the

anomalous parts of) the thermal expansion coefficient

α, the isothermal compressibility κT , and the specific

heat at constant pressure cp as they are given by

∆α =
∆v0

v

(
∂x

∂T

)
p

, (17)

∆κT =
∆v0

v

(
∂x

∂p

)
T

, (18)

and

∆cp =
(
∆ϵ0 + p∆v0 + ω − 2xω

)( ∂x
∂T

)
p

, (19)

respectively (Ponyatovsky (2003)).

We see from Eqs. (15) and (16) that (∂x/∂T )p → ∞
and (∂x/∂p)T → ∞ as the LLCP is approached.

Moreover, (∂x/∂T )p → 0 as T tends to infinity, sug-

gesting that there exists an upper limit xmax of mixing

fraction given by xmax =
[
1 + exp

(
−∆s0/kB

)]−1
.

Ponyatovsky’s proposal was adopted to account for

SnI4 polyamorphism hitherto established experimen-

tally (Fuchizaki et al. (2009)).

On constructing the phase diagram, they noticed

the significance of the nonzero enthalpy of mixing,

whose magnitude is characterized by ω. The inclusion

of the ω-term is essential in arguing polyamorphism.

If the strength of ω governs the physics of a given

substance’s polyamorphism, the quantities scaled by

ω should like similar irrespective of the substance in

question. According to this idea, temperature and

pressure should be scaled by Tc and pc, respectively,

as well because the value for those critical parameters

themselves depends on ω. Let us denote the scaled

quantity with a tilde attached to its symbol, e.g., T̃ =

T/c, p̃ = p/pc, ∆ϵ̃
0 = ∆ϵ0/ω, and ∆s̃0 = ∆s0/kB.

By this scaling, a quantity defined by

χ ≡ 2∆ϵ̃0

∆s̃0
, (20)

which they called the energy–entropy competition pa-

rameter, came to the front. For example, the equilib-

rium criterion, Eq. (6), now takes the scaling form:

∆s̃0

2

[
(χ− T̃ )− p̃(χ− 1)

]
+(1−2x)+

1

2
T̃ ln

x

1− x
= 0,

implying x = x(p̃, T̃ ;χ,∆s̃0). Hence, all Ponya-

tovsky’s parameters are not independent; to deter-

mine the pressure and temperature dependence of x,

we merely specify ∆ϵ̃0 and ∆s̃0.

It should be emphasized that the scaling picture

can bring a “universality” in dictating the polyamor-

phic phase equilibria. Here, the author used the term

“universality” somewhat loosely; it is universal up to

a choice of χ and ∆s̃0.

First of all, the phase boundary of an LLT given by

Eq. (10) can be transformed into

T̃cxc = (1− χ)p̃+ χ, (21)

which is a line with a slope 1 − χ and an intercept

χ on the p̃–T̃ phase diagram. The lower part of the

line below T̃ = 1 (i.e., T ≤ Tc) represents the equilib-

rium phase boundary, whereas the upper part is the

metastable extension corresponding to the Widom

line.
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Recall the slope of the LLT boundary summarized

in Table 1. If χ > 1, the slope becomes negative

while it becomes positive when χ < 1. We call the

former (latter) case energetic (entropic) because the

energy (entropy) difference dominates in determining

the slope’s sign. Thus, not only the entropy difference

between the two species but also the energy difference

does matter. It is important to realize that the energy

is given in units of ω. Because χ, the intercept of the

line, Eq. (21), should be positive definite, ∆s0 has

the same sign as that of ∆ϵ̃0, whose sign depends on

the sign of both ∆ϵ0 and ω. The LLT line could take

a positive or negative slope upon the polymerization

of a molecular liquid (see Table 1). This fact implies

that we should simultaneously consider the difficulty

(easiness) of mixing and the change in morphology of

the two species.

Secondary, the spinodal lines determined from

Eq. (12) are explicitly given as follows (Fuchizaki

et al. (2011)):

p̃± =
χ

χ− 1
± 2

√
1− T̃

(χ− 1)∆s̃0

− 1

χ− 1

(
1 +

1

∆s̃0
ln

1±
√

1− T̃

1∓
√

1− T̃

)
T̃ . (22)

Fuchizaki et al. (2009) showed the “universal”

phase diagram thus constructed. Assuming the value

for χ (i.e., the magnitude of the slope) and either of

Tc or pc fixes the actual units of the phase diagram.

Furthermore, if the existing limits of A and B at low

temperatures are available, ∆s0 is completely deter-

minable as the spinodal lines, given by Eq. (22), in-

tersect the p̃-axis at (χ±2/∆s̃0)/(χ−1). (For details,

see Fuchizaki et al. (2009), in which pc = 0.5 GPa for

SnI4 was assumed. This assumption was found inap-

propriate and corrected to pc = 1.3 GPa in Fuchizaki

et al. (2011). Then, Tc = 970 K resulted, giving a

consistent interpretation for all the experimental mea-

surements.)

3.3 Unification

We have reviewed the thermodynamics of

polyamorphism based on Rapoport’s the-

ory Rapoport (1967) up to here. Recall that

Rapoport restricted himself to the case of no phase

separation between the constituent “species.” Al-

though isotropic liquid crystal transforms to nematic

liquid crystal phase via a discontinuous transition

without phase separation, the HDL phase is sepa-

rated from the LDL in liquid phosphorus and sulfur

(see Sections 2.6 and 2.7). Therefore, we do not

necessarily impose a limitation on an allowable

temperature range.

Another important thing is that we have entirely

neglected the background thermodynamics of a gen-

eral fluid, which undergoes a liquid–gas transition

(LGT). Indeed, it became apparent that the type of

polyamorphic scenario emerging is determined by the

interplay between an LLT and LGT, as seen below.

To the author’s knowledge, Anisimov et al. (2018)

may be the first to give unified thermodynamics, con-

sidering the background thermodynamic effects into

the pseudo-binary regular solution model. (Stokely

et al. (2010) have noticed the essential significance

of including the background effects, but their treat-

ment was limited to the water case, which is briefly

touched on Section 3.4.) They could suitably incorpo-

rate the background thermodynamics, reinterpreting

the “chemical reaction” between “species” A and B

in terms of the phase-transition language describing

a symmetry breaking.

Let us adapt the pseudo-binary regular solution

model to the Ginzburg–Landau-type theory of phase

transitions (Hohenberg & Krekhov (2015)), describ-

ing the change in order phenomenologically. The or-

der reflecting the system’s symmetry, described by a

quantity called the order parameter, plays a central

role in the theory. Let us denote the order parameter

and the conjugate field breaking a higher symmetry

by ϕ and h, respectively. (ϕ is not necessarily a scalar

and could be a vector if the ordered state is describ-

able by two components. Then, the corresponding

field is also a vector. In the isotropic to nematic liq-

uid transition mentioned above, ϕ becomes a tensor

specifying the anisotropy. We symbolically write the

order parameter and field as ϕ and h in any case for

simplicity. Unless otherwise explicitly stated, (the

magnitude of) ϕ takes a value between zero (com-

pletely disordered) and unity (completely ordered).)

In terms of ϕ, the Ginzburg–Landau free energy per

molecule generally reads as

G(p, T, ϕ) = g0(p, T ) + kBTgsym(ϕ)− hϕ. (23)

g0 is the free-energy density representing the back-

ground thermodynamics whereas gsym carries the

symmetry to be broken by the field h.

The ingenuity of Anisimov et al. (2018) was casting

Eq. (5) into the form given by Eq. (23), identifying

that the “field” should be the difference in the free

energy (chemical potential), gB−gA, between the two

“species” (see Fig. 3). Then, we can rewrite Eq. (5)

as

g(p, T, x) = gA(p, T ) + gmix + gBAx. (24)
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Viewing Eq. (23) as Eq. (24) corresponds to a transla-

tion of the language from phase transition to chemical

reaction A ⇄ B. The fraction x, taken as the order

parameter, is called the reaction coordinate, repre-

senting the degree of reaction in the chemical reac-

tion language. Note that we took species A as the

reference state. gA should carry the background ther-

modynamics and takes care of the LGT occurring in

pure liquid A. gmix represents the mixing part of the

free energy, whose form is found from a comparison

with Eq. (5) as

gmix = ωx(1−x)+kBT [x lnx+ (1− x) ln(1− x)] ,

where the first and second terms are the mixing en-

thalpy and entropy contribution of a regular solution.

A

B−h=gB−gA

Fig.3 Schematic view of the free energy after a
symmetry is broken by field h. Anisimov et al.
(2018) regarded the free energy for state B relative
to A as the symmetry-breaking field.

The chemical-reaction equilibrium condition

(∂g/∂x)p,T = 0 then again yields

h = kBT lnK(p, T ) = −gBA(p, T )

= kBT ln
x

1− x
+ ω(1− 2x), (25)

which is Eq. (6) in the chemical reaction language.

(Previously, we referred the state relative to state B,

and thus −gBA = ∆µ. Here we suppress the super-

script “0” representing a pure state to avoid an un-

necessary complexity.) K is known as the reaction

equilibrium “constant” (see also Eq. (C.5)) (although

a function of p and T in general). The solution to

Eq. (25), when substituted in Eq. (24), then gives the

equilibrium free energy that can capture all the phase

behavior including a vapor phase.

We have to determine or assume the functional form

for gBA to go beyond this point. Generally, gBA will

take the form

gBA(p, T )(= ∆µ) = ∆ϵ+ p∆v − T∆s

+ pT∆α+ p2∆κT + T 2∆cp + · · · , (26)

where ∆ϵ, ∆v, ∆s, ∆α, ∆κT , and ∆cp are the

changes (in a first approximation) of energy, volume,

entropy, isobaric expansivity, isothermal compress-

ibility, and heat capacity (in suitable dimensions), re-

spectively, in the reaction A → B. Anisimov et al.

(2018) adopted the linear terms in Eq. (26) in their

discussion and treated ∆ϵ, ∆v, and ∆s as constants.

They also assumed that ω is a constant independent

of p and T . It needs to specify the reference gA(p, T ),

to which they employed two choices: the chemical po-

tential of the lattice–gas model and that of the van

der Waals fluid. Irrespective of the qualitative dif-

ference between these choices (the lattice–gas model

has two “species,” empty and occupied sites, whereas

the van der Waals fluid has no such interconvertible

species), the same result was qualitatively obtainable

for the phase diagram.

In Anisimov et al.’s treatment, the LLCP loca-

tion is at our disposal. They thus obtained the

quite general consequence regarding the phase be-

havior upon an LLT (under the employment of the

lattice–gas model or the van der Waals fluid as a refer-

ence state). They revealed that what scenario comes

out among the possible ones, a singularity-free sce-

nario (Sastry et al. (1996)), a common LLPT scenario

(Poole et al. (1992)), or an LLPT-free scenario (An-

gell (2008)) proposed for water polyamorphism, de-

pends on the location of the LLCP and the magnitude

of ∆ϵ. Stokely et al. (2010) has already reached the

same conclusion but with the specific water model.

Anisimov et al.’s unified view also clarified that the

LLCP-free scenario is a variant of the stability limit

conjecture, which has been proposed for water previ-

ously (Speedy (1982)). The LLPT scenario realizes

when an LLCP appears in a positive temperature

region below the absolute stability limit of a liquid

state to vapor. Thus, the very existence of the LLCP

(though not accessible to us) is shown to result in

water polyamorphism.

Their treatment also allowed us to calculate the

pattern of the extrema loci of density, isothermal com-

pressibility, and isobaric heat capacity. Because these

quantities are given as a function of p(x) and T (x),

we can obtain the loci by eliminating x, a solution to

Eq. (25). The appearance of the loci on the p–T phase

diagram depends on the location of both the LLCP

and liquid–gas critical point. Therefore, even though

the LLCP lies in the no man’s land, the validity of
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the LLCP scenario could be supported (indirectly) if

we experimentally confirm the shape and location of

those extrema loci. (This proposal has already been

suggested by Franzese & Stanley (2007) from their

calculations using the water model, which was subse-

quently adopted by Stokely et al. (2010).)

3.4 Other indispensable contributions

In this subsection, the author introduces quite a

different approach worth mentioning. The approach

is exceedingly legitimate in statistical mechanics; one

first constructs a microscopic model and then evalu-

ates the partition sum of the desired thermodynamic

quantities. The starting microscopic model is thus le-

gitimately coarsened to obtain a thermodynamic de-

scription, which is equivalent to the pseudo-binary

regular solution model discussed thus far. This sub-

section is closed by itself in this context. We get back

on track in the following subsection.

Two such trials are mentioned; the first is due to

Russian physicists led by A. Z. Patashinski, and the

other is from the Western side, whose leader was

H. E. Stanley.

Patashinski and his coworkers have discussed melt-

ing from a microscopic point of view (Mituś &

Patashinski (1982), Patashinski & Ratner (1997)).

Son et al. (1998) considered that an order–disorder

transition is a melting of an ordered state and embed-

ded a model undergoing the order–disorder transition

in a system with a phase transition between different

phases.

The starting situation is somewhat similar to that

of Rapoport’s in that we consider a lattice model

but is definitely different in that Son et al. (1998)

treated the configuration microscopically. They ex-

plicitly assigned the site r at which a cluster with def-

inite molecular orientation inherent in the crystalline

state is located. (Even if the orientational correla-

tions are lost at high temperatures, a cluster keeps its

shape. This aspect is justifiable for a molecule with

strong covalent or hydrogen bonding such as phospho-

rus, sulfur, or water.) A cluster’s state at r is then

described by a pseudo-spin σk(r), where the orien-

tation specified by k can take N varieties with the

same energy. The specification of orientation is such

that σk = 1 when a cluster takes the kth orientation

and otherwise, σk = 0. In statistical physics, such

a model consisting of N degenerated pseudo-spins is

called an N -state Potts model (Wu (1982)). As in

Rapoport’s treatment, we further assume each σi(r)

can take two states (“species”) A and B with differ-

ent energies. Again, let the fraction of species B be

x. After very lengthy statistical-mechanical calcula-

tions of coarse-graining, Son et al. (1998) obtained

the following free energy per site:

g(p, T, x) = −J1(1− x)
2

(
φ1 −

φ2
1

2
− (1− φ1)

2

2(n− 1)

)

− J2x
2

(
φ2 −

φ2
2

2
− (1− φ2)

2

2(m− 1)

)
− ωx(1− x)− hx

+ kBT [(1− x) ln (φ1(1− x)) + x ln (φ2x)] .
(27)

Here, φi is the spatial average for the pseudo-spin in

state A (i = 1) or B (i = 2) with the spin degen-

eracy n (i = 1) or m (i = 2). Note that φi equals

the probability of finding a cluster in the state speci-

fied by i. (We treat φi as not the spatial average but

the local order in Section 3.5.) The pressure depen-

dence enters through the energy parameters between

the same states Ji, between the different states ω,

and the external field h. Those pressure dependences

were treated only phenomenologically by introducing

several adjustable parameters to be compatible with

the experimental results. Here, we call the coarse-

grained model with the free energy given by Eq.(27)

the mixed Potts model.

Fuchizaki et al. (2011) applied Eq. (27) to ex-

plain the SnI4 polyamorphism with great success. By

choosing the p-dependent adjustable parameters ap-

propriately, they could semiquantitatively reproduce

the location of polyamorphic phase transitions deter-

mined by the pseudo-binary regular solution model.

They also predicted the phase boundary between the

polymorphs. Surprisingly, the mixed Potts model

gave the quantitatively same LLCP location as the

pseudo-binary regular solution model.

Stanley and his coworkers have discussed the ther-

modynamic anomalies in water for years based on a

kind of lattice–gas model specific to a water system

(Franzese & Stanley (2002), Franzese et al. (2003),

Franzese & Stanley (2007)). As in the usual lattice

gas model, let us introduce the occupation variable

nr, which takes nr = 1 (0) when the site at r is oc-

cupied (empty) by a water molecule. They gave the

following Hamiltonian.

H = −J0
∑
⟨r,r′⟩

nrnr′ − J
∑
⟨r,r′⟩

nrnr′δσrr′ ,σr′r

− Jσ
∑
r

nr
∑
(k,l)r

δσrk,σrl
(28)

The first term, where J0(> 0) carries the strength of

the van der Waals attraction, and the sum is taken
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over the nearest neighbor pairs at r and r’, is the or-
dinary lattice–gas model Hamiltonian taking on the

LGT. In the second term of Eq. (28), σrr′ represents a

q-state Potts pseudo-spin corresponding to a number

of q possible orientations of a water molecule. The

pseudo-spins were introduced to describe the interac-

tion energy due to hydrogen bonding. Two molecules

in the nearest neighbor cells at r and r′ can form

a hydrogen bond only if they are correctly oriented.

The Kronecker delta symbol is used to express this

condition. Thus, J(> 0) represents the strength of a

hydrogen bond. The third term in Eq. (28), the in-

tramolecular term, ensures that water molecules are

kept unbroken. A water molecule has four arms for

hydrogen bonding. For each of the six different pairs

(k, l)r of the arms of a molecule at site r, the Kro-

necker delta ensures the intramolecular bonding with

the strength Jσ(> 0).

They solved Eq. (28) using the mean-filed approx-

imation and Monte Carlo simulation and confirmed

the LLCP scenario for water polyamorphism. They

also showed the locus of temperature maximum con-

sistent with the experimental results.

Stokely et al. (2010) performed an extensive calcu-

lation using Eq. (28) for a wide range of parameters

J and Jσ and found (prior to Anisimov et al. (2018))

that singularity-free, LLPT, and LLPT-free scenarios

for water are all correct. The appropriate choice of

J and Jσ (in units of J0) finally determines the ac-

tual scenario. A superficial comparison of Stokely et

al.’s result with Anisimov et al.’s offers J and Jσ cor-

respond to ∆ϵ and ω. However, this correspondence

should be further scrutinized.

3.5 Field-theoretic approach

We have thus far described the thermodynamics of

polyamorphism mainly based on the pseudo-binary

regular solution model. We took the free-energy den-

sity (the free energy per site) given by Eq. (5) as the

basis of our discussion. We saw that the mixed Potts

models are also reducible to a similar form of the free-

energy density. Those densities were functions of x

(= xB) as well as of the thermodynamic variables, p

and T . In a real system, species B is never distributed

uniformly. That is, x depends on a location r within a

system. Therefore, precisely stating, the free-energy

density should be a functional of x(r). Tanaka (2000)

has already extended the argument during the early

years of theoretical development. Here, the author

introduces his basic idea.

The fraction x, playing the central role of the dis-

cussion thus far, is called an order parameter in the

phase-transition language. A choice of the order pa-

rameters is at our disposal as far as they are rele-

vant to describing the phase transition under consid-

eration. In general, it is natural to assume, as was

assumed in the mixed Potts model, multiple states

for the locally favored structure in a liquid. Tanaka

(2000) adopted the bond-orientational order (Stein-

hardt et al. (1983)) to capture the locally favored

structure, which we denote by φ(r). Unlike the frac-

tion x, φ is not necessarily conserved. We presume

that qφ states are associated with the local state φ(r).

We have to include the density ρ as a conserved

order parameter, which is necessary to describe the

state of a fluid. The degeneracy qρ associated with

the state specified by ρ should be much larger than

qφ. It is easier to imagine that ρ governs the global

order (although it is defined as a local quantity). The

entropy density for the whole system is then given by

s(φ) = −kB
[
φ ln

φ

qφ
+ (1− φ) ln

1− φ

qρ

]
,

which is a generalization for the crudest description

given by Eq. (3).

The local energies ϵρ and ϵφ should satisfy the re-

lation ∆ϵ ≡ ϵρ − ϵφ > 0 as we assume that the state

corresponding to φ is locally favorable. Then, Eq. (2)

is generalized to

ϵ(φ) = φϵφ + (1− φ)ϵρ + ωφ(1− φ).

Tanaka considered that a local order introduces some

“frustration” to the global order and assumed ω > 0.

Finally, we have to consider the work done on the

system by external pressure, the one corresponding

to the final term of Eq. (10). Notice that the mixed

state’s characteristic volume is given by φvφ + (1 −
φ)vρ; the work in question is obtainable by multiply-

ing p to this volume. Tanaka set ∆v ≡ vφ − vρ > 0

assuming the case of water.

Combining these contributions, we can write the

system’s free energy as the following Ginzburg–

Landau functional form:

H [φ] =

∫
dr g(p, T, φ(r)), (29)

where the free-energy density now takes

g(p, T, φ) = φϵφ + (1− φ)ϵρ + ωφ(1− φ)

+ kBT

[
φ ln

φ

qφ
+ (1− φ) ln

1− φ

qρ

]
+ [φvφ + (1− φ)vρ] p. (30)
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The equilibrium value of φ is found from the condition

δH /δφ = 0, leading

1

kBT
[−∆ϵ+ p∆v + ω(1− 2φ)]+ln

qρφ

gφ(1− φ)
, (31)

which should be compared with Eq. (6). It is easy

to verify that φ = 1/2 gives the LLCP. Equa-

tion (7) again gives the critical-point temperature,

below which the system undergoes the LLT, whose

temperature is

Tcxc =
1

∆v
(∆ϵ− Tc∆s) (32)

where ∆s = kB ln(qρ/qφ)(> 0) representing a loss of

entropy when a part of the liquid with order ρ is sub-

stituted by a liquid with order φ. Equation (21) is

thus updated.

An interesting point worth noting is that vari-

ous outcomes are obtainable for the appearance of

polyamorphism depending on the magnitude of ∆ϵ

and ω. When both ∆ϵ and ω are large, the LLCP will

be located in a liquid state, and a thermodynamically

stable LLT is observable. If their values are small, the

LLCP will be located on the negative pressure side

in case of ∆v > 0. The LLT, if it occurs at a low

temperature, might then be hidden by a liquid-glass

transition. When a system has intermediate values

of ∆ϵ and ω, the LLCP and the associated LLT will

exist in a metastable state below the melting curve.

Tanaka (2000) conjectured that water belongs to this

class.

4 Concluding remarks

We have seen a process of theoretical development

for the thermodynamical survey of polyamorphism.

The process seems quite right as one of the examples

for constructing a theory of phase transitions, which

is usually initiated with a model with a uniform order

parameter. A first trial to obtain a closed equation

for the order parameter is invoking the mean-field ap-

proximation to factorize the nonlinear correlations be-

tween the order parameters. Rapoport (1967) opened

this first entrance. However, it took more than 30

years to broaden his scope further until the discov-

ery of a substance undergoing a thermodynamically

stable LLT. Other substances in Section 2 basically

support the initial point of view, leading to a critical-

point scenario. The recently updated version of the

theory could unify the various scenarios for explaining

the water polyamorphism into the critical-point sce-

nario, as seen in Section 3; the critical-point scenario

can take the other shapes, i.e., the other scenarios, de-

pending on the location of an LLCP in the p–T phase

diagram. The thermodynamics of polyamorphism is

thus reduced to that of a critical point near which

the correlation between local fluctuations governs the

system’s essential response. Therefore, it is natural

to employ a field-theoretic description. This situa-

tion requires us to (re)consider a Ginzburg–Landau

type formalism.

The formulation put forth by Tanaka (2000) may

provide us with a good starting point. Here, the au-

thor proposes the issues to be deliberated.

The first one should be the mixing enthalpy.

Tanaka (2000) has restricted, assuming a structural

discordance between the matrix and a lower-density

structure, to the case of positive ω. As pointed out

in Section 3.2, the sign of ω could determine the

slope’s sign of an LLT line. Therefore, we need to

quantitatively evaluate the structural coherence be-

tween the matrix liquid and a droplet of the lower-

density (molecular) liquid, conducting, for example,

first-principles calculations. In the author’s view,

the morphology difference between the two “species”

would matter in assessing the difference between not

only the entropy but also the enthalpy affecting the

sign and magnitude of the slope in question (see Sec-

tion 3.2). Addressing this issue would resolve the

problem of taking a different sign upon the LLT from

molecular to polymerized liquid, posed in Section 2.9.

The second issue is somewhat related to the first

but undoubtedly concerns phase-transition kinetics.

The pseudo-binary regular solution model only deals

with the relative fraction of the two “species.” The

mixed Potts model, generalized to treat multiple

rather than two states, could include the effects of

a liquid–gas transition an ordinary fluid undergoes.

The generalization attained by Anisimov et al. (2018)

could enhance the original pseudo-binary regular so-

lution model to incorporate those effects. Tanaka

(2000) extended the pseudo-binary regular solution

model, as seen in Section 3.5. Instead of the rela-

tive fraction, he chose qφ degenerated orientations to

specify the local order φ(r) of a fluid at r and de-

rived the equation satisfied by the spatially averaged

φ. We then have to consider fluctuations δρ(r) and

δφ(r) from the average density ρ and φ, respectively.

δρ can be assumed to fluctuate around the average.

It is appropriate for δφ to assume a nonzero value

below some temperature, at which the higher spatial

symmetry δφ = 0 is broken (Hohenberg & Halperin

(1977)). The problem is that we cannot a priori know

the coupling scheme h(δρ, δφ) between the fluctua-

tions of the conserved and nonconserved order param-

eters. This coupling scheme has been categorized as

– 56 –



Thermodynamics of polyamorphism

model C by Hohenberg & Halperin (1977). The time-

dependent Ginzburg–Landau description for model C

then leads to the following time-evolution equations

for the fluctuations (Tanaka (2000)):

∂δρ(r, t)

∂t
= Lρ∇2

[
−Kρ∇2δρ+

∂h(δρ, δφ)

∂δρ(r, t)

]
,

∂δφ(r, t)

∂t
= −Lφ

[
−Kφ∇2δφ+

∂h(δρ, δφ)

∂δφ(r, t)

]
.

Here, Ls are kinetic coefficients, whereas Ks control

the interfacial energy of fluctuations.

Thus, one of the ways with which to determine

h(δρ, δφ) is to measure the frequency response of the

density and bond-orientation relaxations. Applica-

tion of femtochemistry (Dantus & Zewail (2004)) may

be one of the triggers that leads us to find the answer.

We have seen the forest of polyamorphism from

some specific trees. They are all related to fluids. The

author considers that even an ultimately exact the-

ory for the thermodynamics of polyamorphism can-

not answer the necessary condition for an LLT. Solv-

ing whether a melting anomaly (see Table 1) is rele-

vant to an LLT will need to consider the thermody-

namics of a solid phase as well; polyamorphism of a

substance must be inextricably intertwined with its

polymorphism.
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Appendix A Reverse Monte Carlo analysis

Suppose we measure an isotropic substance without

long-range order, such as liquid or amorphous mate-

rial, by diffraction using a probe with a wavelength

equal to an order of intermolecular or interatomic dis-

tance. In that case, we can obtain the structure factor

S(k). Because S(k), the relative diffraction intensities

as a function of wavenumber k, is one-dimensional in-

formation, we only obtain the one-dimensional struc-

tural aspect along the radial distance r when we

transform S(k) back to real-space information. We

can estimate the coordination numbers of the nearest

neighbors or the next nearest neighbors at most.

If we desire to know three-dimensional structural

aspects such as actual packing fashion or orientation

of molecules, we need to carry out simulations; we

(re)arrange the constituent molecules or atoms in a

trial-and-error fashion until we obtain the measured

S(k). This simulation technique is called the reverse

Monte Carlo (RMC) method (McGreevy (2001)). If

we could know a priori some local information such

as bond lengths or bond angles of molecules, we may

employ them as the constraints during the simulation.

Structural analysis using RMC as a dominant tool is

often called the RMC analysis for short. The method

has been well matured and is applied for structural

analysis of a wide range of substances (Gereben &

Pusztai (2012)).

Two kinds of information are required to conduct

RMC analyses beforehand. One is the density of the

substance to be analyzed, and the other is an initial

molecular arrangement. In particular, assessing the

density of non-crystalline substances is not a trivial

task if a macroscopic method such as pycnometry is

not applicable. Some methods trying to estimate the

density from S(k) itself have been proposed (Eggert

et al. (2002), Fuchizaki et al. (2007), Sakagami et al.

(2016)). Preparing a proper initial arrangement is

also essential; if it is far apart from the actual struc-

ture, the simulation will not converge or, in even a

worse situation, will be trapped by a false structure

with a similar S(k).

The RMC analysis result is sometimes controver-

sial, especially when the result gives a new structure

because the method does not have a firm physical

basis. Ab initio calculations, if available, can give

helpful support for justifying the RMC result. It is

accessible from the RMC result to derive the one-

dimensional information, i.e., the radial distribution

function, which should be compared with the one di-

rectly obtainable from a Fourier inversion of S(k).

The confirmation might be meaningful whether the

RMC result is reliable.

Appendix B Chemical potential

Rapoport (Rapoport (1967)) cited an old textbook,

to which most of us are probably inaccessible, for the

chemical potential. Here the author reproduces the

expression through simple mathematic manipulation.

First, we rewrite the free energy to expose the sym-

metry involved in exchanging species A and B by in-

troducing a new variable ϕ = 1/2−xB. Then, Eq. (5)
gives

g(p, T, ϕ) =

(
1

2
+ ϕ

)
µ0
A +

(
1

2
− ϕ

)
µ0
B

+ kB

[(
1

2
+ ϕ

)
ln

(
1

2
+ ϕ

)
+

(
1

2
− ϕ

)
ln

(
1

2
− ϕ

)]
+

(
1

2
+ ϕ

)(
1

2
− ϕ

)
ω, (B.1)

which is an even function of ϕ on exchanging A and
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B.

Thermodynamics tells us that the free energy per

site should be

g(p, T ) = xAµA + xBµB. (B.2)

Regarding Eqs. (B.1) and (B.2) as identities for ϕ, we

ready find

µA = µ0
A + kBT ln

(
1

2
+ ϕ

)
+

(
1

2
− ϕ

)2

ω (B.3)

and

µB = µ0
B + kBT ln

(
1

2
− ϕ

)
+

(
1

2
+ ϕ

)2

ω (B.4)

because the last term on the RHS of Eq. (B.1)

is modified as (1/2 + ϕ)(1/2 − ϕ)ω =

[(1/2 + ϕ)(1/2− ϕ)(1/2 + ϕ+ 1/2− ϕ)]ω.

Equations (B.3) and (B.4) are Eqs. (G.4.05.2) and

(G.4.05.4), respectively, in Rapoport’s paper. He re-

quired equating µA and µB for the system to achieve

equilibrium to arrive at Eq. (6).

Because of the even parity of g(p, T, ϕ) given by

Eq. (B.1), the derivative concerning ϕ becomes an odd

function, implying that the derivative always passes

through the origin. That is, ϕ = 0 is the fixed point.

In terms of the original variable, the RHS of Eq. (6)

passes through x = 1/2 whatever ω and T are.

Appendix C Quasichemical approximation

A statistical mechanical approach for a phase tran-

sition often starts with a mean-field theory to grasp

an overview of the transition. A mean-filed theory

entirely neglects the effects of fluctuations associated

with the correlations among the constituents. There-

fore, it can predict an overall thermodynamic aspect

at high temperatures or in high space dimensions,

where fluctuations do not matter. However, it fails

to predict even a qualitative feature close to a critical

point or in low space dimensions, where fluctuations

dominate phase behavior.

Thus, the next step is incorporating the correlations

between the components. It is no exaggeration to say

that equilibrium statistical mechanics have been de-

voted to developing practical tools to deal with fluc-

tuations.

For example, a strategy goes as follows. We first

correctly incorporate the correlations between the

nearest neighbors while the two beyond the nearest

neighbors are treated in a mean-field fashion. Such a

treatment can be extended successively, incorporating

the exact correlations between the next-nearest neigh-

bors. One of the goals in this direction has been the

cluster variation method (CVM) (Kikuchi (1951)).

The CVM approximately modifies the coarsest esti-

mate WBW for the number of possible arrangements

of species A and B on the lattice as

WCVM =WBW(Gpair)
α, α =

z

2
(C.1)

with the correlation correction factor given by

Gpair =
(
∏

i(Nxi)!)
2∏

ij(Nyij)!N !
. (C.2)

The entropy per site given by Eq. (3) is now updated

as

s = kB lnWCVM

= kB

[
(2α− 1)

∑
i

L(xi)

−α
∑
ij

L(yij) + (α− 1)

 , (C.3)

which then rewrites the specific free energy as

g(p, T ) = µ0
AxA + µ0

BxB + ωyAB

− kBT [(2α− 1) (L(xA) + L(xB))

−α (L(yAA) + L(yBB) + 2L(yAB)) + (α− 1)] .
(C.4)

Recall that the fraction of A–B pairs was approx-

imated as yAB = xAxB in the mean-field treatment.

The more probable fraction can be found as the one

that minimizes g given by Eq. (C.4). Thus,

∂g(p, T )

∂yAB
= ω + αkBT ln

y2AB

yAA yBB
,

or

y2AB

yAA yBB
= exp

(
− ω

αkBT

)
≡ η−2. (C.5)

Because of yAA = xA and yBB = xB − yAB, Eq. (C.5)

constitutes a quadratic equation for yAB, and the

physically meaningful solution is easily obtainable as

yAB =

[
4(η2 − 1)xAxB

] 1
2 − 1

2(η2 − 1)
. (C.6)

Equation (C.5) is interpreted to represent the rela-

tionship among the (molar) fractions involved in the

chemical reaction A2 + B2 ⇄ 2AB with the reac-

tion energy ω/α. Hence, the treatment leading to
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Eq. (C.5) has been named quasichemical approxima-

tion. However, current advanced textbooks regard-

ing statistical mechanics rarely refer to such treat-

ment, even the powerful CVM, especially as far as a

phase transition is concerned. The accomplishment

of renormalization-group theory (Wilson (1971a,b)),

prescribing the exact and systematic way of incor-

porating fluctuations near a critical point, has made

those approximations things of the past.

Let us discuss the equilibrium condition under the

present approximation differently from that given by

Rapoport. We focus on the grand potential Ω, which

involves desired chemical potentials. The reduced

grand potential per site is given by

ψ ≡ βΩ

N
= βα

∑
ij

ϵijyij

− 1

2
(2α− 1)

∑
i

L(xi) +
∑
j

L(xj)


+α

∑
ij

L(yij)−(α−1)−1

2
β

∑
i

µixi +
∑
j

µjxj


+ βλ

1−
∑
ij

yij

 ,

where β = (kBT )
−1

and λ is an undetermined multi-

plier. Note here that the sum over i is divided into i

and j to make the expression symmetric on exchang-

ing i and j. −χA (−χB) in ϵAA (ϵBB) was replaced

by µ0
A (µ0

B). For a given xB (or xA), {yij} are those

that make ψ minimum and are determined from

∂ψ

∂yij
= βαϵij −

1

2
(2α− 1) ln(xixj)

+ α ln yij −
1

2
β (µi + µj)− βλ = 0. (C.7)

We find the chemical potential for A and B by putting

i = j = A or B in Eq. (C.7).

The equilibrium criterion, µA = µB, yields, without

determining λ,

β∆µ0 = ln
xB
xA

+ α ln
yBB

x2B

x2A
yAA

=
(
1− z

2

)
ln

x

1− x
+
z

2
ln
ζ − 1 + 2x

ζ + 1− 2x
,

(C.8)

where

ζ =
[
4(η2 − 1)x(1− x) + 1

] 1
2 .

The improved result, Eq. (C.8), should take the place

of the mean-field result given by Eq. (6).
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